Binaural models and the strength of dichotic pitches
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Modern physiologically based models of the binaural system incorporate internal delay lines in the pathways from left and right peripheries to central processing nuclei. Different binaural models for the formation of dichotic pitch employ these delay lines in different ways. Consequently, the different models make different predictions for the relative strengths of dichotic pitches made with particular phase conditions. The differences are magnified for dichotic pitches at low frequencies where especially long delay lines may be required. Data from four low-frequency pitch strength experiments on pure-tone-like dichotic pitches (two on Huggins pitch and two on binaural coherence edge pitch) are consistent with models of the equalization-cancellation type and not consistent with the central activity pattern model. © 2003 Acoustical Society of America.
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I. INTRODUCTION

Among the diverse phenomena arising in the study of human hearing, dichotic pitch is one of the most fascinating (Cramer and Huggins, 1958; Bilsen and Raatgever, 2000, 2002). A dichotic pitch stimulus consists of a white noise in the left ear and a white noise in the right ear, with nothing in the amplitude or phase spectrum of the noise in either ear alone that is frequency specific. Nevertheless, a listener has the impression of a clear pitch located somewhere within the head. The listener can match that pitch consistently to within a few percent (Hartmann, 1993). The origin of dichotic pitches is not to be found in the individual noises sent to left and right ears. Instead, it is in the relationship between the two noises, particularly their relative (interaural) phase relationship.

Dichotic pitches may be classified into two types, pure-tone-like and complex-tone-like. The former are made with an interaural phase relationship that encodes a single frequency leading to a binaural sensation rather like a sine tone in noise. These include the Huggins pitch (Cramer and Huggins, 1958; Guttmann, 1962), the binaural edge pitch (Klein and Hartmann, 1980; Frijns et al., 1986), and the binaural coherence edge pitch (Hartmann and McMillon, 2001). These pitches have been compared for a large number of listeners by Akeroyd et al. (2001). The complex-tone-like pitches are made with interaural phase relationships that somehow encode many harmonically related frequencies, and they sound like complex tones in noise. These effects include the Fourcin pitch (Fourcin, 1962, 1970), the dichotic repetition pitch (Bilsen, 1972; Bilsen and Goldstein, 1974), and the multiple phase shift pitch (Bilsen, 1976).

The present article focuses on two pure-tone-like dichotic pitches, the Huggins pitch (HP) and the binaural coherence edge pitch (BICEP). These two effects were studied to compare two well-known binaural models, the equalization-cancellation (EC) model (Durlach, 1960, 1972) and the central activity pattern (CAP) model (Raatgever and Bilsen, 1986). Specifically, we asked which model best accounts for the relative strength of the different phase configurations for these two kinds of dichotic pitch.

According to the EC model, the binaural system subtracts the left- and right-ear signals to form a central spectrum.\textsuperscript{1} The subtraction process is preceded by an equalization stage in which the amplitudes are adjusted and the phases are shifted so as to optimize the central spectrum for performing the task. For instance, it maximizes the signal-to-noise ratio in a signal detection task. In modern versions of the EC model, such as the modified EC model (e.g., Culling et al., 1998a,b), the phase shifting operation is performed by binaural delay lines, tuned in frequency and in interaural delay. Therefore, different frequency bands may be equalized by different phase shifts. In the EC model, a dichotic pitch is detected as an anomalous point (peak or edge) along the internal frequency axis in the central spectrum, as modified by EC operations (Durlach, 1962).

According to the CAP model, the binaural system adds the left- and right-ear signals in channels that are tuned both in frequency and in interaural time delay (ITD) to create a central activity pattern in the frequency-ITD plane. In this model a dichotic pitch is detected as an excitation peak in that plane, with the pitch itself determined by the frequency axis and the lateralization of the pitch image determined by the ITD axis. Although addition is not a popular model for binaural processing, the Appendix shows that it can be regarded as equivalent to binaural cross-correlation in the tonotopic-ITD plane, as introduced by Jeffress (1948).

Both the EC and the CAP models depend upon interaural delay lines. The EC model uses the delay lines to perform the phase equalization operation. The CAP model uses the delay lines as a fundamental part of the binaural display. The models differ in their rules for binaural combination; the EC model employs subtraction but the CAP model uses addition.

The goal of the present article is to distinguish between the EC and CAP models. The key to our approach lies in the different binaural combination rules (subtraction versus addition) and in the character of the population of interaural
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2 The focus of this article is therefore on dichotic pitches at low frequencies where long delay lines may be required. The selective degradation of the binaural processing for long delay lines gives the experiments of this article their special leverage.

II. MODELS FOR THE HUGGINS PITCH

The Huggins pitch is made with a broadband noise that is identical in the two ears except for the interaural phases of the spectral components. Figure 1(a) shows the stimulus known as HP—, where the interaural phase difference is zero (or 360°, equivalent to zero) for all frequencies except for the boundary region where the interaural phase increases monotonically from 0 to 360°. The boundary region is centered on the boundary frequency \( f_b \) where the interaural phase is 180°. Figure 1(c) shows the stimulus called HP+, which is the same as HP— except for a global phase shift of 180°, equivalent to the simple inversion of one of the two channels. It is useful to introduce the concept of a background phase, 0° for HP— and 180° for HP+.

According to the EC model of Huggins pitch, the binaural system cancels the background components of HP— [Fig. 1(a)] by subtraction, leaving a residual consisting only of the components in the boundary region. The peak of the residual occurs where the interaural phase is 180°, and that peak corresponds to the perceived pitch. By contrast, detecting HP in the HP+ configuration [Fig. 1(c)] requires internal delay lines to adjust the phases of the low- and high-frequency components. These components must be shifted by about 180° (i.e., half the period corresponding to \( f_b \)) to make the effective interaural background phase close to zero. Only then can the low and high frequencies be cancelled in the subtraction process.

Because detection of HP+ requires interaural delay, and detection of HP— does not, the EC model predicts that HP— should be stronger. The difference might occur for all boundary frequencies, even for favorable frequencies like 500 Hz, because in any tuned channel it is not possible to completely cancel a constant π phase shift with a single internal delay. As the boundary frequency is reduced, for example, towards 100 Hz, the required delays increase towards 5 ms. Delays this long stretch the limits of any binaural model and the EC model clearly predicts that detection performance will be worse for HP+ compared to HP— for boundary frequencies in this range.

The operation of the CAP model is shown in Fig. 2 where the loci of the phase boundary frequencies are shown in parts (a) and (c) for HP— and HP+, respectively, and filled and open circles correspond to the lowest and highest boundary frequencies used in our experiments. Thus, according to the CAP model, HP+ and HP— are detected at different ITDs in the frequency-ITD plane. Because the interaural phase at the boundary frequency is zero for HP+, the image for HP+ appears directly in the center (ITD=0) so that it is not necessary for any delay lines to be involved. Because the interaural phase at the boundary frequency is π for HP—, the image for HP— appears at the left or right. For HP— with a boundary frequency of 100 Hz, the image appears at an ITD value of plus or minus 5 ms, where delay lines are sparse and the image is weak. In their 1986 paper on the CAP model, Raatgever and Bilsen used the \( p(\tau) \) function developed by Colburn (1977). For an ITD of 5 ms, \( p(\tau) \) drops to 1% of its small-ITD value. Therefore, the CAP model clearly predicts that detection performance will be worse for HP— compared to HP+ for boundary frequencies in this range.

One more model should be added to the pair of models under consideration, namely Green’s 1966 variation on the EC model. In Green’s variation, the cancellation process can be done either by addition or subtraction. As it turned out, Green’s variation provided a uniquely convenient model for binaural edge pitch (Klein and Hartmann, 1980), and it may find increased support from recent physiology emphasizing the joint role of excitation and inhibition in the medial superior olive (Grothe, 2000; Brand et al., 2002).
Green’s variation, both HP+ and HP− can be formed without internal delay lines. For HP+, cancellation except for the boundary region is achieved by addition. For HP−, cancellation except for the boundary region is achieved by subtraction. However, for interaural background phases other than 0 and 180° the model achieves only imperfect cancellation of the background. The most disadvantageous case occurs when the background phases become ±90°, and the component at the boundary frequency is subjected to the same cancellation as the background. Therefore, Green’s variation would predict that the worst performance would occur for ±90°, a condition called HPQ (Q for “quadrature”) as shown in Fig. 1(b).

III. EXPERIMENT 1—HUGGINS PITCH DETECTION

The goal of experiment 1 was to test the predictions of the models for HP for low boundary frequencies. According to the EC model, detection performance should be best for HP− and worst for HP+. According to the CAP model performance should be best for HP+ and worst for HP−. According to Green’s version of the EC model, performance should be best for HP+ and HP− and worse for HPQ.

A. Method

The listener heard two noises in succession. One of them had a Huggins-type phase boundary region, the other did not. The ability of a listener to correctly distinguish between these noises was taken to be a measure of the strength of the HP.

1. Stimuli

Each noise stimulus had two channels. The left-ear channel was broadband white noise with 16384 spectral components of equal amplitude and random phase. To create a HP stimulus, the right-ear channel was generated from the left-ear channel by changing the phases of components. Below the phase boundary region, the interaural phase was 0 for HP−, 90° for HPQ, and −180° for HP+. In the boundary region, the interaural phase increased linearly with frequency by 360° so that the interaural phases for high-frequency components were the same as for the low. Therefore, at the boundary frequency (center frequency of the boundary region) the interaural phases were 180° for HP− (that’s why it’s called HP−), 270° for HPQ, and 0° for HP+. These phase variations are shown in Fig. 1. The width of the boundary region was 6% of the boundary frequency.

To create the noise without the HP, the interaural phase was the same as for the low- or high-frequency regions of the HP noise. Therefore, the listener could not use a change in the background interaural phases (e.g., N0 vs. Nπ) to make decisions. The listener had to use information within the boundary region.

Noise stimuli were calculated by an array processor (Tucker Davis AP2) and converted to audio by 16-bit DACs (Tucker Davis DD1). The sample rate per channel was 20 kps. With a continuously cycled memory buffer of 32 768 words, the period was 1.6384 s and the frequency spacing between adjacent components was 0.61 Hz. The maximum frequency of the broadband noise as converted was 10 kHz, and the output was low-pass filtered at 8 kHz at a rate of −115 dB/oct. The phase integrity of the two channels was tested by adding or subtracting them electronically at a point in the signal chain immediately prior to the headphone power amplifiers. The cancellation was good to at least 40 dB.

2. Listeners

There were three listeners, M (female, age 42), W (male, age 61), and X (male, age 26). All listeners had normal hearing except that W had a bilateral hearing loss above 8 kHz typical of males of this age. Listeners W and X were the authors and had considerable experience in dichotic listening. Listener M had no previous experience.

3. Procedure

On each trial, the listener heard two 500-ms noise intervals with a silent gap of 500 ms between them. One of the intervals included the HP. The listener’s task was to decide which interval had the pitch and to press the corresponding button on a response box. There was no feedback.

The phases of the components were randomized on each interval. Each experimental run (block) included 80 trials,
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The listener heard the stimuli via Sennheiser HD 480-II headphones while seated in a double-walled sound-treated room.

B. Results

The results of experiment 1 are given in Fig. 3, which shows the percentage of correct identifications of the interval with the HP stimulus as a function of the boundary frequency for the three different phase configurations, or stimulus types.

1. Observations

Figure 3 shows two trends, common among the listen-
ers. First, for each stimulus type (HP−, HPQ, or HP+) performance decreased for decreasing boundary frequency. Sec-
ond, for boundary frequencies where performance was better than guessing but worse than perfect, there was a clear or-
dering among the stimulus types. The ordering was the same for all three listeners, and, consequently, for the average shown in the bottom panel. Performance was best on HP−, worst on HP+, and intermediate on HPQ. This is the ordering predicted by the EC model.

2. Statistics

Statistical tests of the results were complicated by both floor (near 50%) and ceiling (near 100%) effects in performance. To make the critical test between HP− and HP+ we included paired comparisons where at least one of the two configurations led to a correct response rate between 55% and 95%. For the three listeners and eight frequencies there were 15 such pairs. The difference in percentages of correct responses had the same sign (sign test) for all 15 pairs, in favor of HP−. A one-tailed t-test at the 0.05 level found a significant advantage for HP− on 14 of the 15 pairs.

IV. EXPERIMENT 2—HUGGINS PITCH DISCRIMINATION

Whereas experiment 1 studied HP detection, experiment 2 studied HP discrimination—specifically discrimination be-
tween two different boundary frequencies, which lead to two different pitches. An advantage of the discrimination experiment in studying the Huggins pitch effect is that it tests for the musical sense of highness or lowness that is the hallmark of pitch. Other investigators have used a sine-tone matching task (e.g., Guttman, 1962). A discrimination task was actually used in the first reports of dichotic pitch effects (Cramer and Huggins, 1958). Experiment 2 was a boundary-frequency discrimination experiment to compare HP−, HPQ, and HP+.

A. Method

The stimuli, listeners, and protocol were the same as in experiment 1. The difference was that in experiment 2 both intervals included a phase boundary region. The boundary frequency in the second interval was 9% (1.5 semitones) higher, or 9% lower, or the same as in the first interval. In a three-alternative forced-choice task the listener had to com-
pare the pitches on the two intervals and indicate a choice (higher, lower, or the same) by means of push buttons. The advantage of the three-alternative task is that it reduced the guessing limit to 33% correct, affording a greater range for comparing the three HP configurations.

B. Results

The results of the HP discrimination experiment are shown in Fig. 4. For listeners M and W there was a clear ordering. Performance was best on HP−, worst on HP+, and intermediate for HPQ. For listener X, the critical data were 15 of the 15 pairs. A statistical test parallel to the sign test used for experiment 1, in the range 38% (33 +5) to 95%, led to 18 comparisons. All differences had the same sign, and
12 of them showed a significant advantage for HP− over HP+ at the 0.05 level. The ordering and statistical advantage are the same as found in experiment 1 and serve as further evidence in favor of the EC model.

V. EXPERIMENT 3—BICEP DETECTION

The binaural coherence edge pitch (BICEP) is created by a discontinuity in coherence where the binaural cross-correlation function is equal to zero (incoherent) on one side of the edge frequency and finite (coherent) on the other. The edge (or boundary) can take on several different forms. The noise components above the edge frequency can be incoherent while the components below the edge are coherent. Alternatively, the noise above the edge can be coherent while the noise below is incoherent. Hartmann and McMillon (2001) found that for low edge frequencies the BICEP was much stronger when the noise was coherent above the edge. (The interpretation of this result was that the critical element in BICEP perception is the ability to cancel the coherent components to create an edge in the central spectrum. When the noise is coherent only below a low-frequency edge there is not much to cancel and the BICEP is weak. To perceive an edge one must be aware of two different regions.) Therefore, experiment 3 used only the BICEP configuration with coherent noise above the edge, as shown in Fig. 5.

Analogous to HP−, HPQ, and HP+, the interaural phase of the coherent components was either 0°, 90°, or 180°, called BICEP-0, BICEP-90, and BICEP-180, respectively. The EC model predicts that for low edge frequencies, BICEP-0 should be the easiest to hear and BICEP-180 should be the hardest. This prediction is based on the idea that the coherent components of BICEP-0 can immediately be cancelled by a subtraction operation whereas the coherent components of BICEP-180 require a phase shift (presumably mediated by internal delay lines) before cancellation. Again, in parallel with the predictions for HP, the CAP model predicts the reverse order of difficulty, and Green’s variation of the EC model predicts that BICEP-90 should be the hardest.

The BICEP matching experiments described in Fig. 2 of the article by Hartmann and McMillon (2001) suggested that it was easiest to hear BICEP-180 (there called “pi-phase BICEP”) because two of the five listeners were much more successful in matching pitches to that phase condition, at least for edge frequencies between 550 and 750 Hz. Brief experiments at low edge frequencies, however, did not lead to the same conclusion. Low edge frequency experiments were pursued further in the present work.

A. Method

The experiments reported here focused on the critical low-frequency region and use BICEP detection rather than the BICEP matching procedure of Hartmann and McMillon. The protocols and listeners were the same as in experiment
The stimuli were also the same except that BICEP noises replaced HP noises. Edge frequencies were distributed randomly over a range of ±5% of the nominal edge frequency. Because preliminary experiments showed that all the listeners could easily detect the BICEP for edge frequencies above 250 Hz, the range of nominal edge frequencies was reduced to the five frequencies less than or equal to 250 Hz. Therefore, a run included only 50 trials.

B. Results

The results of the BICEP detection experiment are shown in Fig. 6. The plots there show nearly perfect performance for an edge frequency of 250 Hz and somewhat better than chance performance at 100 Hz. Below 250 Hz, performance was best for BICEP-0, worst for BICEP-180, and intermediate for BICEP-90. There was only one important exception to this rule, listener X at 125 Hz. The ordering of performance, with this one exception, supports the EC model for BICEP detection. A statistical test at the 0.05 level between BICEP-0 and BICEP-180, parallel to the test for experiment 1, led to seven paired comparisons with BICEP-0 having a significant advantage on all seven, in further support of the EC model.

VI. EXPERIMENT 4—BICEP DISCRIMINATION

Experiment 4 on BICEP discrimination resembled experiment 2 on HP discrimination in the same way that experiment 3 on BICEP detection resembled experiment 1 on HP detection.

A. Method

The method and listeners for experiment 4 were the same as for experiment 2 except that the BICEP stimulus replaced the HP stimulus. Because the BICEP was harder to hear than the HP [as noted also by Akeroyd et al. (2001)] only a two-alternative task was used. The edge frequency on the second interval was either 9% higher or 9% lower than on the first.

B. Results

The results of the BICEP discrimination experiment are shown in Fig. 7. The figure shows that there was not much to be learned from the responses at 400, 100, or 125 Hz because of ceiling or floor effects. For the four frequencies in between, the data for M and W suggest that BICEP-0 and BICEP-90 are stronger than BICEP-180. The data for X showed similar pitch strengths for all three phase conditions. Averaging the data for the three listeners led to a plot that tends to agree with the ordering of strength for experiments 1–3. This ordering favors the EC model. The 0.05-level statistical test parallel to experiment 1 showed an advantage for BICEP-0 over BICEP-180 for 8 out of 12 comparisons for listeners M and W and for 0 out of 5 for listener X, overall 8 out of 17. No test was possible for the reverse hypothesis, which failed the sign test on 13 out of 17 pairs.
VII. DISCUSSION

A. Summary of the experiments

Four experiments on the detection and discrimination of Huggins pitch (HP) and binaural coherence edge pitch (BICEP) were performed to test models of binaural pitch formation. The experiments focused on the region of low boundary frequencies. The results of the four experiments all pointed to the same conclusion: the data agree with the predictions of the equalization cancellation (EC) model and do not agree with the predictions of the central activity pattern (CAP) model. The data also do not agree with the predictions of Green’s variation on the EC model. These results might be interpreted as peculiar to the low-frequency region, but the low-frequency data in Figs. 3, 4, 6, and 7 fit smoothly onto the intermediate-frequency data, and there would seem to be no reason to postulate that a different mechanism of binaural pitch formation somehow begins to apply when the frequency becomes lower than about 300 Hz. Instead, the results of these experiments, and also the lateralization experiments of Zhang and Hartmann (2002), suggest a single mechanism that becomes progressively less efficient as the frequency decreases. Therefore, the experiments suggest that the EC model correctly describes binaural pitch formation and the other models do not. It is worth investigating the assumptions that led to this conclusion.

B. Assumptions

The central assumption is that the performance differences observed for different binaural stimuli can be attributed to limitations in internal delay lines as the delays become long. The logic of our experiments is based on the idea that different binaural models use those delay lines in different ways and thus make different predictions for the experimental stimuli. Therefore, it is important to the validity of the conclusions that the observed low-frequency performance differences be caused by the delay lines and not by some other aspect of binaural hearing or pitch formation.

In fact, the data as a whole cannot be understood by assuming that the only cause of poor low-frequency performance is the failure of long delay lines because for each model there are some stimuli that do not require delay lines at all, and yet performance is poor for these stimuli at low frequencies, specifically HP− and BICEP-0 in the EC model and HP+ and BICEP-180 in the CAP model. To understand the low-frequency behavior seen for these cases requires a binaural model with a failure characteristic that depends on frequency. It is not uncommon for binaural models to require delay line weighting on both delay and frequency such that the \( p(\tau) \) function becomes \( p(\tau_f) \), falling off at both high and low frequencies (Raatgever, 1980; Stern et al., 1988; Shackleton et al., 1992). There is experimental evidence for added internal noise at low frequencies from MLD experiments, particularly the strong level dependence of the MLD (Wilbanks and Whitmore, 1967), which decreases binaural coherence and could disrupt the formation of dichotic pitch at low boundary frequencies.

Apart from the general decrease in performance with decreasing boundary frequency, there remain large observed differences between the different phase conditions, and current binaural models would attribute these differences to the use of internal delays. The observed differences seem consistent with that interpretation in that the differences between HP+ and HP− as well as the differences between BICEP-0 and BICEP-180 appear for boundary (or edge) frequencies between 200 and 300 Hz, corresponding to delay lines between 2.5 and 1.7 ms long. Experiments on other binaural phenomena, e.g., the MLD, have been interpreted assuming delay lines that start to fail for comparable delays (van der Heijden and Trahiotis, 1999).

C. The spatial masking interpretation

An alternative account of the experiments reported here appeals to a form of masking or interference and is primarily based on subjective impressions. It can be illustrated for the Huggins pitches HP+ and HP− in the context of the CAP model. According to the CAP model, HP+ is detected without delay lines, and therefore this phase condition should be the most easily detectable at low boundary frequency. This prediction is contradicted by experiments 1 and 2 which show that it is HP− that is the most detectable phase condition. Bilsen (2000) has observed that in comparison with HP− the pitch image in HP+ sounds as though it is masked more, meaning that the listener has the impression that there is greater interference from the background noise. Our listeners agree with that observation.

An interpretation that is consistent with that observation is as follows. Stimulus HP+ includes a background noise that is \( N\pi \), a noise that is lateralized to both left and right sides of the head and tends to spread towards the center. Thus it encroaches on the spatial region occupied by the boundary region, which is \( S0 \). The background noise is broadband including a great deal of power below the boundary frequency. The encroachment then interferes with the detection of the pitch at the boundary frequency. By contrast, stimulus HP− includes a background noise that is \( N0 \), which forms a compact image near the center of the head. The background noise image is so compact that it does not interfere with the boundary region, which is \( S\pi \) and appears far to the left or right. As a consequence HP− may be more detectable than HP+, consistent with experiment.

Despite its visceral appeal, there are a number of problems with this spatial interpretation: (1) There are no models of dichotic pitch based on contrasts along the spatial dimension; all models of dichotic pitch are based on contrasts along the tonotopic dimension. (2) A model of dichotic pitch based on spatial contrasts would be contrary to evidence indicating the dominance of tonotopic organization over spatial organization (Culling and Summerfield, 1995). (3) It is not enough for spatially based masking merely to exist. In order to preserve the CAP model, the spatial advantage of the more compact background-noise image for HP−, must outweigh the disadvantage of longer delay lines in the formation of the pitch image itself. (4) The subjective impression of greater interfering noise for the HP+ phase condition is not inconsistent with the EC model. Cancelling a noise stimulus having long interaural delays is expected to lead to a large residual noise because of jitter in the cancellation process.
Further, it is impossible for the EC process to cancel all the noise in a tuned channel using a single value of internal delay for HP+, where the background noise has \( \tau \) interaural phase, but it is trivially easy in the case of HP−, where the background noise phase is zero. (5) One would expect the spatial masking effect to make HP− more detectable than HP+ for all boundary frequencies, not just for low frequencies, contrary to our data.

D. Cross-correlation model

The cross-correlation model advanced by Colburn (1977) to account for the results of diverse experiments including those on the MLD makes predictions that are hard to distinguish from those of the EC model. In fact, Donnitz and Colburn (1976) have shown that in the limit of small signal-to-noise ratio, a normalized cross-correlation model is equivalent to an EC model in which the interaural phase difference of the noise is compensated by the equalization process. Like the CAP model, Colburn’s model uses a cross-correlation function, but unlike the CAP model it attributes detection to dips, and not peaks, in the central excitation pattern. The model operation can be illustrated with HP−, for which the background noise is N0. The cross-correlation function, \( \gamma(t) \), is maximum \( \gamma(0) = 1 \) at zero interaural lag except in the boundary region where there is a dip in the maximum. This dip is very important perceptually because the binaural system is most sensitive to deviations from perfect \( (\gamma = 1) \) cross-correlation (Gabriel and Colburn, 1981). Because the dip for HP− occurs for no internal delay, this model agrees with the EC model in predicting that low-frequency dichotic pitch should be strongest for HP−.

The cross-correlation model is naturally applied to an MLD experiment where a signal with an interaural phase that is different from the masker causes a just-detectable deviation from \( \gamma = 1 \). The model immediately predicts that the greatest MLD should occur for the N0S\( \pi \) condition, and with the introduction of the delay weighting, \( \rho(\tau) \), the model predicts the smaller MLD for the \( N \pi S \) condition. In contrast with MLD experiments, the decorrelations presented by dichotic pitch stimuli are larger. The application of the cross-correlation model to dichotic pitches would require that the same principles continue to apply. It is a matter of parsimony to assume that they do.

E. The exponential CAP model

The Appendix introduces a modification to the CAP model including the assumption that the left and right inputs to the central processor are exponentially rectified versions of the input signals. This modification has the effect of passing the mathematical predictions of the CAP model through a nonlinear transformation, essentially the modified Bessel function \( I_\nu \). As shown in the Appendix, the predicted CAP for tonotopic place \( \omega \) and interaural delay \( \tau \) becomes

\[
\gamma(\omega, \tau) = I_0 \left\{ \left[ s_L^2 + s_R^2 + 2 s_L s_R \right] \times \cos[\phi_R(\omega) - \phi_L(\omega) - \omega \tau] \right\}^{0.5}. 
\]

The synchrony coefficients \( g_L \) and \( g_R \), for left- and right-ear pathways respectively, can be expected to depend on the interaural delay line.

The argument of the Bessel function, itself a function of tonotopic coordinate \( \omega \) and ITD \( \tau \), is essentially the cross-correlation function from the CAP model. The CAP model predicts dichotic pitch images at peaks in the \( \omega - \tau \) plane. The sharper the peaks, the stronger the dichotic pitch ought to be. The purpose of the calculations described in this section was to discover whether this simple and plausible nonlinear transformation on the model could result in predictions in agreement with our experiments by sharpening the peaks.

In the context of the CAP model, \( g_L \) and \( g_R \) should be approximately the same in the perception of HP+, which is located at \( \tau = 0 \). But they could be quite different in the perception of HP−, which is located off to the left or right because a longer delay line to one side might well introduce increased jitter which would decrease the synchrony coefficient on that side. A priori, it seemed possible that the nonlinear transformation could lead to a peak that was actually sharper for \( g_L \) not equal to \( g_R \) and hence predict better performance for HP− than for HP+.

Colburn (1973) and Stern and Colburn (1978) took values of \( g \) to be less than or equal to \( \sqrt{2} \). Therefore, we performed calculations for many pairs of \( g_L \) and \( g_R \) less than 5. Plots of the calculated cross-correlation functions showed that by any reasonable measure of sharpness, peaks for \( g_L \neq g_R \) are never sharper than the peaks for \( g_L = g_R \). Therefore, even after the exponential modification and asymmetry, the CAP model continues to predict that HP+ should be stronger than HP−, contrary to experiment.

VIII. CONCLUSIONS

Four experiments on the detection and discrimination of Huggins pitch (HP) and binaural coherence edge pitch (BICEP) were performed to test models of binaural pitch formation. By studying these dichotic pitches at low frequencies, the experiments were able to distinguish among alternative models of pitch formation. The results favored the equalization-cancellation (EC) model or close relatives such as Colburn’s cross-correlational model (1977) or the modified EC model of Culling et al. (1998a), elaborated by Akeroyd and Summerfield (2000).

The results did not support Green’s variation on the EC model. Whereas Green’s variation predicts that HPQ and BICEP-90 should be the most difficult of the HP and BICEP stimuli, the observed order of difficulty put these 90° conditions in between the 0° and 180° conditions. This conclusion casts some doubt on the validity of Green’s variation as it has been applied to binaural edge pitch.

The results of the four experiments disagreed with the predictions of the central activity pattern (CAP) model. From an esthetic point of view, this conclusion is disappointing because the CAP model is the only model that integrates both the pitch and the lateralization of the pitch image in an economical way. Further, the predictions of the CAP model for the lateralization of HP+ and HP− agree qualitatively with observation. In the end, however, the four experiments
on pitch strength presented in this article all lead to the same conclusion favoring the EC model.

ACKNOWLEDGMENTS

This work was supported by the NIDCD under Grant No. DC 00181. We are grateful to Dr. L. R. Bernstein, Dr. F. A. Bilsen, Dr. H. S. Colburn, Dr. J. F. Culling, and Dr. J. Raatgever for useful discussions.

APPENDIX: CROSS-CORRELATION AND THE CAP MODEL

The CAP model has been remarkably successful in accounting for a variety of binaural effects. The model is based on the concept of a central spectrum, derived by Raatgever and Bilsen (1986) by assuming that the signals to the left and right ears are simply added. The central spectrum is then the power spectrum of that sum for a given delay between the summed waveforms. With unit-amplitude noise signals and infinitely sharp auditory filters, Bilsen and Raatgever found a central spectrum at best frequency \( \omega \) and internal delay \( \tau \) given by

\[
P(\omega, \tau) = 1 + \cos[\phi_R(\omega) - \phi_L(\omega) - \omega \tau],
\]

where the difference between signal phases \( \phi_R(\omega) \) and \( \phi_L(\omega) \) is the interaural phase for frequency \( \omega \).

The purpose of this appendix is to show how an equivalent result can be obtained by making the more usual assumption that the central representation is the result of a cross-correlation operation. Cross-correlation, like an AND gate in electronics, depends upon a product and not a sum.

1. Weak synchrony limit

In the limit of weak synchrony the ensemble-average \( \langle \cdot \rangle \) firing rates in left and right channels can be expanded as a unit spontaneous rate plus a modulation term that is linear in the signal,

\[
\langle r_L(\omega, t) \rangle = 1 + c \cos[\omega t + \phi_L(\omega)],
\]

for the left-ear channel and similarly for the right. This simple form maintains the assumption that the auditory filter with best frequency \( \omega \) is infinitely sharp. Modulation fraction \( c \) must be less than 1 to keep the firing rate positive.

The ensemble average cross-correlation function is

\[
\langle \gamma(\omega, \tau) \rangle = \frac{1}{T_D} \int_0^{T_D} dt \langle r_L(\omega, t + \tau) r_R(\omega, t) \rangle,
\]

where \( T_D \) is the internal integration time of the neural cross-correlator. With the assumption that \( \omega T_D \) is considerably larger than one, and that ensemble averages in left and right ears are independent, the cross-correlation function becomes

\[
\langle \gamma(\omega, \tau) \rangle = 1 + c^2 \cos[\phi_R(\omega) - \phi_L(\omega) - \omega \tau].
\]

Equation (A4) for the cross-correlation function is the same as Eq. (A1) for the central spectrum except that the peaks and valleys in the \( \omega - \tau \) plane are not as large in the cross-correlation function. They are reduced by a factor of \( c^2/2 \). However, nothing in the application of the CAP model depends critically on the absolute sizes of peaks and valleys.

2. Strong synchrony—general

If the synchrony is strong, it is helpful to represent the neural firing rate as an exponential rectification of the input signal \( x(t) \) (e.g., Stern and Colburn, 1978),

\[
r_L(t) = \exp[g_L x_L(t)],
\]

where \( g_L \) is a measure of synchrony for the left ear input to a binaural cross correlator, and similarly for the right ear input. Again assuming infinitely sharp auditory filtering,

\[
\langle \gamma(\omega, \tau) \rangle = \frac{1}{T_D} \int_0^{T_D} dt \exp[g_L \cos(\omega t + \phi_L(\omega))] + g_R \cos(\omega t + \phi_R(\omega))].
\]

The integral is a modified Bessel function \( I_0 \) for which a series formula is given by Abramowitz and Stegun (1964) (p. 375):

\[
\langle \gamma(\omega, \tau) \rangle = I_0\left(g_L^2 + g_R^2 + 2g_L g_R \cos[\phi_R(\omega) - \phi_L(\omega) - \omega \tau]\right)^{0.5}.
\]

The argument of the square root is essentially the frequency and delay dependence of the CAP model. Unlike its more famous cousin \( I_0 \), which oscillates, the modified Bessel function \( I_0 \) is monotonic and smooth. For small argument \( x \), \( I_0(x) = 1 + x^2/4 \). Thus, like the low-synchrony limit, the exponential rectifier provides a way to recover the CAP model, or a monotonic transformation of it, from the mathematical operation of cross-correlation. The cross-correlation operation represents the operation of the binaural system better than channel addition.

1Durlach’s original articles developing the EC model paid little attention to the form of the final display. The idea of the central spectrum as a display seems to have originated in a report by Bilsen (1972).

2Were it not for the central weighting function a dichotic pitch predicted to be centered could instead be lateralized where the ITD is \( \pm 1/f_0 \).

3The boundary frequency was roved because the nominal boundary frequencies form simple ratios, and these have implications for pitch. By roving the boundary frequencies over the range of a semitone, the experimenters discouraged the listeners from making unwanted musical associations across different trials, especially in the pitch-sensitive discrimination experiments 2 and 4.


